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Abstract  
 
Data mining can discover significant frequency changes between two large databases. When multiple data sources are 
used it is important sometimes to know the subtle differences between the databases. Such knowledge can help in 
making well informed decisions. This kind of mining is known as contrast mining. Pattern which is not in one dataset and 
present in another dataset is known as jumping emerging pattern. On the other hand, the pattern which has less 
frequency in first dataset and more frequency in other dataset is known as emerging pattern. In this paper, a general 
framework for building robust and accurate classifier is presented which guides in making EP based classifier. 
Afterwards, an algorithm is proposed for making a model that can help in classification of testing instances. We have 
built a prototype application that demonstrates the proof of concept. The empirical results are compared with other 
classifiers like NB, SVM and C4.5.  
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1. Introduction 
 

Data mining has become ubiquitous in enterprises for 
discovering knowledge and making expert decisions. It is 
very important in the areas like finance, banking, and 
insurance where monetary transactions are involved. In 
the process of extracting actionable knowledge, 
sometimes, it is imperative to contrast facts obtained 
from one dataset with another dataset. The facts thus 
known can be related to various time periods, different 
geographical locations, and across different classes. The 
contrast pattern mining is useful in finding rare classes, 
discovering the inadequacy of data, finding abundance, 
providing ranking besides combination of them. Contrast 
in this context refers to a classification rule or 
discriminator or difference or change. Therefore contrast 
data mining can be used to detect changes, extract class 
based association rules, extract high confidence patterns 
or emerging patterns or discriminative patterns or top k 
patterns. Contrast data mining is also related to concept 
drifting [1].   
 Emerging patterns are the patterns with different 
frequency in different databases. Considering D1 and D2 
are two datasets, an emerging pattern X is the item set 
that exhibits large growth rate from D1 to D2. The growth 
rate is considered 0 if support(X) is 0 in D1 and D2. The 
growth rate is said to be infinite if support(X) is 0 in one 
dataset and support(X)>0 in other dataset. Otherwise the 
growth rate is computed as support(X) in D2/support(X) 
in D1. When a pattern is present in dataset and absent in 

another dataset, it is said to have infinite growth rate. 
Such emerging pattern is known as Jumping Emerging 
Pattern (JEP). The emerging patterns can reveal strong 
contrast knowledge between databases. Our 
contributions in this paper are as described here. 
1. We have proposed an algorithm for building a robust 

classifier which is based on emerging patterns. The 
algorithm is named as Emerging Pattern Based 
Classifier (EPBC). The EPBC classifier is used to classify 
test instances. A class with highest score for given 
testing instance is associated with that instance.  

2. We have built a prototype application that 
demonstrates the usefulness of the proposed 
algorithm. The prototype takes support from Weka 
tool for basic operations and visualization.  

The remainder of the paper is structured as follows. 
Section II reviews literature on contrast mining. Section III 
provides the proposed framework for finding frequency 
changes in large databases. Section IV presents 
experimental results while section V concludes the paper.  
 

2. Related Works 
 
This section review relevant literature. There are many 
concepts pertaining to contrast pattern mining. Contrast 
sets [6], discriminative rules [5], [4], disjunctive version 
spaces [3] and version spaces [2] are examples for 
emerging patterns which are nothing but contrast 
patterns. These patterns can provide strong contrast 
knowledge between databases. Contrast pattern mining 
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is best used to build classifiers. There are many 
classification models found in the recent literature. They 
include nearest neighbor classifiers [13], instance-based 
learning algorithms [12], statistical methods and log-
linear models [11], Bayesian methods [10], genetic 
algorithms [9] and neural networks [8], [7]. In addition to 
these classification trees and decision trees are found in 
the literature [17], [16], [15] and [14].  
 Emerging patterns are the patterns that show 
significant changes between two databases. These 
patterns are very useful to build classification models. 
Emerging patterns can be used to build EP-based 
classifiers for classification purposes. Such classifiers 
should have strong contrast knowledge between two 
databases. They are useful in making well informed 
decisions. In the same fashion decision trees, neural 
networks, SVM can also be used for classification.  
 
3. Discovering Frequency Changes in Large Databases 
through Contrast Mining 
 
This section provides details about the discovery of 
frequency changes in large databases through contrast 
mining.  
 
A. General Framework for Building EP-Based Classifier 
 
This section describes the proposed framework for 
building classifier that can be used to discover patterns in 
given two datasets. The knowledge thus discovered 
represents the significant frequency changes in large 
databases. The framework is illustrated as shown in 
Figure 1.  

Dataset Preprocessing

Discovering 
Emerging

Patterns(EPs)

Building 
Classifier EP Based 

Classifier

Framework for Building EP Based Classifier

 

 
Figure 1 – Illustrates the general procedure for building 
EP based classifier  

 
EP based classifier is based on the strong contrast 
knowledge between two datasets. Therefore it has better 
utility when compared with traditional classifiers like NB, 
C4.5, and SVM. The proposed framework for building 
classifier has a pre-processing step. It is meant for taking 
training dataset as input and converting continuous 

attributes into discrete attributes. Then EP mining 
algorithm is applied on the discretized data in order to 
EPs for each class of data. Support and growth rates are 
described in the previous section. These statistical 
measures are used to associate weights with tuples 
present in training dataset. Thus a weighting model is 
used in building EP based classifier. The classifier thus 
built is used further for classifying emerging patterns. The 
classifier classifies all test instances present in test data.  
 
B. Algorithms for Building Classifier and Extracting EPs 
 
We built two algorithms that are meant for building 
classifier and classifying EPs respectively. The first 
algorithm takes a set of training instances as input and 
generates an EP based model that can be used to classify 
test instances based on EPs. Figure 2 presents the pseudo 
code for building EP based classifier.  
 

 
 
Figure 2 – Illustrates algorithm for building EP-based 
classifier 
 
The proposed algorithm takes a dataset with many 
classes of data. For each class of data EPs are computed. 
With the help of statistical analysis based on support and 
growth rate values weights are associated with each 
training instance. Then the EPs that have been discovered 
are subjected to post process. Finally a model is built 
ready to serve classification purposes. The output of the 
algorithm is the classifier that can classify when test data 
is given to the application. Having built a robust classifier, 
now it is the time to use this classifier to classify testing 
set. Figure 3 shows the algorithm used to classify testing 
dataset based on the classifier that has been built using 
the algorithm presented in Figure 2. 
 

 
 
Figure 3 – Illustrates algorithm for classification using EP-
based classifier 
 
The algorithm presented in Figure 3 takes EP based 
classifier which has been built using the algorithm shown 
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in Figure 2. Along with it, this algorithm also takes a 
testing instance. As the classifier has been trained with 
trained data the algorithm can make use of growth rates, 
supports, and EPs in order to compute score for each and 
every class present. After completion of this iterative 
process for each class, the algorithm will come to know 
the class with highest score for given testing instance. 
Then it associates that class with the testing instance. This 
concept is known as classification. The EP based 
classification has proved to be effective when compared 
with traditional classifiers as it gets knowledge pertaining 
to strong contrast information discovered in the form of 
EPs.  
 
4. Prototype Application 
 
A prototype application is built to demonstrate the proof 
of concept of the proposed generalized framework for 
building robust classifier based on EPs. The application is 
built using Java programming language. The application is 
user friendly with visualization of performance of various 
algorithms. Swing API of Java are used to build the user 
interface while JBDC API is used interact with dataset.  
 

 
 
Figure 4 – Shows UI for building EP based classifier and 
then extract EPs 
 
The prototype application is used to perform experiments 
that bestow emerging patterns. The performance of the 
EP based classifier is compared with other existing 
classifiers. The ensuring section shows the experimental 
results.  
 

5. Experimental Results 
 
This section presents experimental results that are 
obtained by running prototype application which 
supports building robust and accurate classifier which is 
EP based besides comparing the results with other 
traditional classifiers. Experiments are made by 
introducing noise and without noise on datasets. The 
following subsections describe more details on empirical 

results. Various datasets are taken from UCI machine 
learning repository [19]. The empirical results made with 
our proposed algorithm are compared with other 
classification algorithms such as NB, C4.5 and SVM. The 
proposed algorithm is EP based while other algorithms do 
not make use of any contrast patterns. Figure 5 visualizes 
the accuracy comparison of the EP based algorithm with 
traditional algorithms.  
 

 
 
Figure 5 – Performance of classifiers (no noise 
introduced) 
 
As shown in Figure 5 it is evident that the experimental 
results on datasets without noise (clean) are presented. 
The proposed algorithm which is EP based classifier 
shows clearly better performance over all traditional 
classifiers. The reason behind this is that EPs represent 
strong contrast knowledge of datasets which make the 
classifier robust. The algorithms such as NB, C4.5, SVM 
and the proposed EP based algorithm have performance 
in increasing order with respect to accuracy.  
 

 
 
Figure 6 – Performance of classifiers (40% attribute noise) 
 
As shown in Figure 6 it is evident that the experimental 
results on datasets with 40% noise on attributes are 
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presented. The proposed algorithm which is EP based 
classifier shows clearly better performance over all 
traditional classifiers. The reason behind this is that EPs 
represent strong contrast knowledge of datasets which 
make the classifier robust to noise. The algorithms SVM, 
NB, C4.5 and proposed EP-based exhibit accuracy in 
increasing order respectively. Therefore it is evident that 
EP based classifier has edge over all other algorithms. In 
this case, SVM exhibits least performance as it is not 
robust to attribute noise.  
 

 
 
Figure 7 – Performance of classifiers (40% label noise) 
 
As shown in Figure 7 it is evident that the experimental 
results on datasets with 40% noise on labels are 
presented. The proposed algorithm which is EP based 
classifier shows clearly better performance over all 
traditional classifiers. The reason behind this is that EPs 
represent strong contrast knowledge of datasets which 
make the classifier robust to noise. The algorithms NB, 
SVM, C4.5 and proposed EP-based exhibit accuracy in 
increasing order respectively. Therefore it is evident that 
EP based classifier has edge over all other algorithms. In 
this case, NB exhibits least performance as it is not robust 
to label noise.  
 

 
 

Figure 8 – Performance of classifiers (40% attribute and 
label noise)  

As shown in Figure 8 it is evident that the experimental 
results on datasets with 40% noise on both attributes and 
labels are presented. The proposed algorithm which is EP 
based classifier shows clearly better performance over all 
traditional classifiers. The reason behind this is that EPs 
represent strong contrast knowledge of datasets which 
make the classifier robust to noise. The algorithms C4.5, 
SVM, NB and proposed EP-based exhibit accuracy in 
increasing order respectively. Therefore it is evident that 
EP based classifier has edge over all other algorithms. In 
this case, C4.5 exhibits least performance as it is not 
robust to mixed noise introduced to attributes and labels.  
 

 
 
Figure 9 – Average performance of classifiers  
 
As shown in Figure 9 it is evident that the experimental 
results on datasets with average accuracy. The proposed 
algorithm which is EP based classifier shows clearly better 
performance over all traditional classifiers. The reason 
behind this is that EPs represent strong contrast 
knowledge of datasets which make the classifier robust to 
noise. The algorithms NB, C4.5, SVM and proposed EP-
based exhibit accuracy in increasing order respectively. 
Therefore it is evident that EP based classifier has edge 
over all other algorithms. In this case, NB exhibits least 
performance as it is not robust to noise introduced to 
attributes and labels.  
 

Conclusions and Future Work 
 
In this paper we have studied contrast pattern mining. 
Especially emerging patterns concept is used to build a 
robust classifier. The proposed classifier algorithm is 
known as EPBC (Emerging Pattern Based Classifier) which 
makes use of EPs for building a classifier. Then the 
classifier is used for classification of patterns. Such 
patterns hold strong contrasting knowledge which is very 
useful. Four kinds of datasets are used. Datasets with no 
noise introduced, datasets with 40% noise introduced to 
attributes, datasets with 40% introduced to labels, 
datasets with 40% noise introduced to both attributes 
and labels. The prototype application is used to test the 
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efficiency of the proposed algorithm. As the results 
revealed, the proposed EP based classifier exhibited 
higher performance when compared with traditional 
classifiers like NB, C4.5 and SVM. When no noise is 
introduced NB, C4.5, SVM and proposed classifier 
exhibited performance in the increasing order 
respectively. When 40% attribute noise is introduced the 
increasing performance order is SVM, NB, C4.5 and 
proposed algorithm. From this it can be concluded that 
NB is not robust to the attribute noise. When 40% label 
noise is introduced the increasing performance order is 
NB, C4.5, SVM and proposed algorithm. When 40% 
attribute and label noise is introduced together, the 
increasing performance order is C4.5, SVM, NB and 
proposed algorithm. From the results it can be 
understood that the proposed EP based algorithm 
outperformed the other classifiers like NB, C4.5 and SVM. 
This is because the EPs provide strong knowledge base 
pertaining to emerging contrast patterns between 
datasets. With all experiments, the proposed EP based 
algorithm has shown high performance for this reason. 
The experiments without noise introduced reveal that NB 
has least performance. When 40% attribute noise is 
introduced SVM exhibited least performance. When 40% 
label noise is introduced NB exhibited least performance. 
When 40% attribute and label noise is introduced C4.5 
exhibited least performance. Our future work is to 
explore discovering contrast mining in a single step 
without the need for extracting frequent patterns.  
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