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Abstract

Wind energy as a source of renewable energy and with the low pollution had a significant growth in recent years. One of the main problems in the use of wind turbines, is rapid changes in output power of these turbines. The wind power depends on the wind speed, which is a random variable and irregular, For efficient operation of wind power units accurate short-term forecasts are essential. The knowledge of future power generation from wind turbines is useful for schedulers, transmission operators and energy traders. This paper presents a wind power prediction model based on Elman neural network -Particles swarm optimization algorithm. The Data have been been used For two sites stanford and chester in the USA in 2008 and 2009. These data include: wind speed, temperature, output power.
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1. Introduction

Using of wind plant s production energy in power network is growing all around the world. Due to limited Fossil resources and importance of environmental problems, the use of renewable energy sources is considered. In the wind farm, the power generated by a wind turbine generator varies randomly with time due to the variability of wind speed. Uncertainty of the wind power and wind power penetration increasing will affect system stability and run the risk of blackouts. Therefore, a new operational strategy based on precise wind power forecasts is necessary, and it is important for the power industry to have the capability to estimate power variations[1]. The methods of the wind power generation prediction can be divided into two mean category: time-series analysis and Measurement Model. Measurement Model is a method which utilizes the relationship between the unknown variable and known variable to get the unknown variable. Many study works have been done in the area of the short-term wind speed prediction based on the wind speed measurement data. Mean methods are persistence[2], timeseries[3]. Conventional statistical models are identical to the direct random time-series model, including auto regressive (AR), and auto regressive integrated moving average (ARIMA) [4] models. The persistence models are considered as the simplest time-series models. They can surpass many other models in very short-term prediction. In the recent years, some new methods are catching researcher’s attention, namely methods based on artificial intelligence like artificial neural network (ANN) [5], fuzzy logic and neuro-fuzzy [6,7], evolutionary algorithms [8], and some hybrid methods [9]. The accurate comparison of all the methods is quite difficult because these methods depend on different situations, and the data collection is a formidable task. However, there are some comparison and the approximate results, which proved that the artificial-based models outperformed others in short-term prediction.

In this paper we aim, estimate the wind power of chester wind plant by Elman Neural Network in short term, middle-term and long-term periods. Network inputs are (temperature and wind speed). Networks output is (wind turbin output power). The used algorithm For neural network training is particles swarm optimization(Pso). The aim of training a neural network, find the weights and biases so that to minimizes training error. Result of training and testing network with Pso algorithm compared with levenberg-marquardt algorithm. For training process, the stanford wind unit data used, and for testing the chester wind unit data is employed.

2. Artificial neural networks in wind power plants

The short-term and mid-term forecasting of wind power is needed nowadays. Wind uncertainty will lead to fluctuations in output power. Meanwhile, it is important to forecast the wind speed and wind direction [10]. The first step is collecting good data for making Artificial neural networks (ANN) then some actual data are compared with output of ANN after testing and validating network. Due to negligible error the ANN will be able to forecast outputs.

3. Recurrent neural networks

Recurrent networks is a topic of considerable interest. This chapter covers two recurrent networks: Elman, and...
Hopfield networks. Elman networks are two-layer backpropagation networks, with the addition of a feedback connection from the output of the hidden layer to its input. This feedback path allows Elman networks to learn to recognize and generate temporal patterns, as well as spatial patterns[11]. The Hopfield network is used to store one or more stable target vectors. These stable vectors can be viewed as memories that the network recalls when provided with similar vectors that act as a cue to the network memory[12].

3.1 Elman neural network

The Elman network commonly is a two-layer network with feedback from the first-layer output to the first layer input. This recurrent connection allows the Elman network to both detect and generate time-varying patterns. A two-layer Elman network is shown in figure1.
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**Figure 1** A two-layer Elman network

The Elman network has tansig neurons in its hidden (recurrent) layer, and purelin neurons in its output layer. This combination is special in that two-layer networks with these transfer functions can approximate any function (with a finite number of discontinuities) with arbitrary accuracy. The only requirement is that the hidden layer must have enough neurons. More hidden neurons are needed as the function being fit increases in complexity. Note that the Elman network differs from conventional two-layer networks in that the first layer has a recurrent connection. The delay in this connection stores values from the previous time step, which can be used in the current time step. Thus, even if two Elman networks, with the same weights and biases, are given identical inputs at a given time step, their outputs can be different due to different feedback states, because the network can store information for future reference, it is able to learn temporal patterns as well as spatial patterns. The Elman network can be trained to respond to, and to generate, both kinds of patterns.

4. Model of artificial neural network

Temperature and wind speed are considered as network inputs, and wind power output as network output. Figure 2 shows the overall structure of power estimator.
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**Figure 2** Overall structure of power estimator with ANN

5. Particle swarm optimization

The Pso algorithm is an adaptive algorithm based on the food searching pattern of birds in the sky. The pso algorithm basically has two parameters for each particle. These are velocity and position components. During each generation, every particle is accelerated towards the previous best position and the global best position of the particles. The next step is updating of new velocity values using its past velocity, the distance from its previous best position, and distance from the global best position. The new velocity value is then used to calculate the next position of the particle in the search space [13,14]. New velocity and the new position of the particles of equations 1 and 2 are achieved.

\[
V_i(t + 1) = W_i V_i(t) + c_1 (P_i(t) - X_i(t)) + c_2 (P_g(t) - X_i(t))
\]

\[
X_i(t + 1) = X_i(t) + V_i(t + 1)
\]

6. Training the neural network with PSO algorithm

Optimization variables in a neural network training include weights and biases relating to the neural network, if Nth layer of assumptive network consists of input R and M neuron, then weight (Wn) and bias (Bn) matrix can be gained by 3 and 4 equations.

\[
W^n = [w^n_{11}, w^n_{22}, ..., w^n_{MN}]^T
\]

\[
B^n = [b^n_{11}, b^n_{21}, ..., b^n_{MN}]^T
\]

In this equation \(W^n = [w^n_{m,1}, w^n_{m,2}, ..., w^n_{m,N}]^T\) is weights vector that mth neuron of Mth layer related to the same layer inputs. This layers parameter vector can be shown by 5 equation.

\[
X^n = [w^n_{11}, w^n_{21}, b^n_{11}, ..., b^n_{MN}]^T
\]

similarly for each layer, there are related parameters vector, bias and weight matrix. Finally for a L-layer network, X variable vector can be obtained from 6 equation.

\[
X = [X^1, X^2, ..., X^L]^T
\]

Process so that the first N vectors \(X_i (i=1,2,...,n)\) are randomly generated, that N is the number of group members, the group numbers are selected 4 to 5 time the number of optimization variable. Neural network
have been implemented for this vector variables, error for each run as the fitness vector network variables considered to be. The vectors Pi and Pg were calculated according to the fitness achieved, and the N vector new position using the relations (1) and (2) are produced, This process is repeated until the convergence is achieved. The algorithm PSO, the coefficients C1 and C2 are selected equal to 2, W is the inertia factor is equal to 1 initially intended gradually to zero during the iterations.

7. Assessment of Estimated Results

7.1 Mse

Mse is the mean of squares summation that are difference between Estimated and Actual power.

7.2 Mae

Mae is difference between Estimated and Actual power.

7.3 Regression

Regression is the relation between actual and predicted output of ANN.

8. Neural network training results

Table 1 shows evaluation Criteria of Elman neural network in wind power prediction for the next five months in stanford unit with Pso and Levenberg-marquardt algorithm.

<table>
<thead>
<tr>
<th>Training stage</th>
<th>Criterion</th>
<th>Mse(Mw)</th>
<th>Mae(Mw)</th>
<th>Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pso</td>
<td></td>
<td>0.0375</td>
<td>0.1050</td>
<td>0.99311</td>
</tr>
<tr>
<td>Levenberg-marquardt</td>
<td></td>
<td>0.0400</td>
<td>0.1120</td>
<td>0.99290</td>
</tr>
</tbody>
</table>

Figure 3 illustrates wind power prediction in small – scale (relating to next seven days ) in Stanford wind unit, and figure 4 shows the regression relating to training Elman neural network with Pso algorithm. Mse and Mae errors from Pso algorithm respectively are obtained 0.0375 Mw and 0.1050 Mw.

As it is seen in Elman neural network training results by both algorithms, errors of neural network training with Pso algorithm are less than Levenberg-marquardt.
The Mse and Mae errors from Pso algorithm respectively are obtained 0.0375Mw and 0.1050 Mw.

9. Neural Network testing results

Neural network testing results in short-term, medium-term and long-term timescales obtains.

9.1 Wind power prediction for the next one day

Figure 5 and 6 show the wind power prediction for the next one day in chester wind unit by Pso and Levenberg-marquardt algorithm.
Table 2 shows evaluation Criteria of neural network in wind power prediction for the next one day with both algorithms. Mse and Mae errors from Pso algorithm respectively are obtained 0.0415 Mw and 0.1192 Mw.

Table 2 Evaluation Criteria of neural network in wind power prediction for the next one day with both algorithm

<table>
<thead>
<tr>
<th>Next one day</th>
<th>Mse(mw)</th>
<th>Mae(mw)</th>
<th>Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pso</td>
<td>0.0415</td>
<td>0.1192</td>
<td>0.99282</td>
</tr>
<tr>
<td>Levenberg-marquardt</td>
<td>0.0450</td>
<td>0.1235</td>
<td>0.99258</td>
</tr>
</tbody>
</table>

9.3 Wind power prediction for the next five days

Figure 9 and 10 show the wind power prediction for the next five days in chester wind unit by Pso and Levenberg-marquardt algorithm. Table 4 shows evaluation Criteria of neural network in wind power prediction for the next five days with both algorithms. Mse and Mae errors from Pso algorithm respectively are obtained 0.0224 Mw and 0.1026 Mw.

Table 4 Evaluation Criteria of neural network in wind power prediction for the next five days with both algorithms

<table>
<thead>
<tr>
<th>Next five days</th>
<th>Mse(mw)</th>
<th>Mae(mw)</th>
<th>Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pso</td>
<td>0.0245</td>
<td>0.1042</td>
<td>0.99465</td>
</tr>
<tr>
<td>Levenberg-marquardt</td>
<td>0.0245</td>
<td>0.1048</td>
<td>0.99433</td>
</tr>
</tbody>
</table>
9.4 Wind power prediction for the next seven days

Figure 11 and 12 show the wind power prediction for the next seven days in Chester wind unit by Pso and Levenberg-Marquardt algorithm. Table 5 shows evaluation criteria of neural network in wind power prediction for the next seven days with both algorithms. Mse and Mae errors from Pso algorithm respectively are obtained 0.0205 Mw and 0.0935 Mw.

Table 5 Evaluation criteria of neural network in wind power prediction for the next seven days with both algorithms

<table>
<thead>
<tr>
<th>Next seven days</th>
<th>Criterion</th>
<th>Pso</th>
<th>Levenberg-Marquardt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mse (Mw)</td>
<td>0.0205</td>
<td>0.0221</td>
<td></td>
</tr>
<tr>
<td>Mae (Mw)</td>
<td>0.0935</td>
<td>0.0964</td>
<td></td>
</tr>
<tr>
<td>Regression</td>
<td>0.99586</td>
<td>0.99555</td>
<td></td>
</tr>
</tbody>
</table>

Conclusion

Using of neural network in wind power forecasting is one of economical and simple ways in planing for using wind plant and their availability in electricity competitive market. This paper presented in overview of the use of modern forecasting for predicting wind power generation by combination of Particle swarm optimization technique and Neural network.

Neural network training results for wind power prediction in Stanford unit with Pso are better than Levenberg-Marquardt algorithm. Errors of neural network prediction with Pso are less than Levenberg-Marquardt algorithm.

Neural network testing results For wind power prediction in Chester unit with Pso are better than Levenberg-Marquardt algorithm. Errors of neural network prediction with Pso in each four time interval are less than Levenberg-Marquardt algorithm.

But this paper has some defects, the wind speed data is only from one wind farm and it does not consider the humidity, density, etc., which affect the wind speed. So a lot of researches should be done in the future.
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