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Abstract  
   
In the implementations of fuzzy time series (FTS) forecasting model, the determination of interval lengths has an important 
impact on the performance of the forecasting model. However, Equal length intervals used in most existing literatures are 
convenient but have been chosen arbitrarily. Huarng developed a new approach which is called distribution- and average-
based length in order to determine effective length of partitioned intervals. In this study, a new FTS forecasting model 
which uses a graph- based clustering technique to determine different length of intervals is proposed. The proposed 
forecasting model has been applied to the two time series data, which are well-known enrolments data at The University 
of Alabama and numerical data sets of Gasonline prices in VietNam. The computational results show that the proposed 
model gets a higher forecasting accuracy than the existing models when is applied to enrolments data at The University 
of Alabama. 
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Introduction 
 

Forecasting the future of any event or phenomenon plays 
a vital role in our day-to-day life. It helps to make better 
decisions under uncertain situations. However, forecast of 
future values of these events with full accuracy is very 
difficult, but their forecasting accuracy and the speed of 
forecasting process can be enhanced. Previously, the most 
popular linear forecasting models that have been 
successfully applied in practical applications are the 
regression analysis model, exponential moving average 
model and autoregressive integrated moving averages 
(ARIMA) model. Unfortunately, the disadvantages of the 
traditional time series forecasting methods are that (1) 
they cannot deal with forecasting problems in which 
historical data are linguistic values or uncertainty and (2) 
their forecasting accuracy rates are not good enough they 
face.  To solve this problem, Song and Chissom [1] 
proposed a model in 1993 based on ambiguity and 
estimated knowledge incorporated in the data of time 
series. Firstly, they gave a model by the help of fuzzy sets 
[2] which represent or take care of all these ambiguities, 
and called this concept as “Fuzzy Time Series (FTS)”. In 
1996, Chen [3] developed FTS model based on first-order 
fuzzy logical relationships (FLRs), and obtained the 
forecasted results with simplified arithmetic operations 
rather than complicated max-min composition operations.  
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Chen’s [3] forecasting results were far better than the 
models proposed by Song and Chissom [1, 4, 5]. Recently, 
many studies provided some improvements in Chen’s [3] 
model in terms of finding effective lengths of intervals [6–
10], fuzzification of time series data set [11], establishment 
of FLRs [12], and defuzzification [13] To improve the 
forecasting accuracy, just now various FTS models are 
proposed by many researchers. For example, Chen et al. 
[14] introduced a new FTS model for stock price 
forecasting by using the theory of the Fibonacci sequence. 
This model is based on the framework of the conventional 
FTS models, whose forecasting accuracy is outperformed 
than these models [4, 15]. Recently, researchers in these 
articles [16–20] introduced computational methods for 
forecasting by which high order FLR’s are blown away the 
fault of first-order FTS models [3, 21]. To minimize the time 
of complicated computations of fuzzy relational matrices 
or to find the steady state of fuzzy relational matrix, Singh 
[22] proposed a new method in FTS modeling approach. Li 
and Cheng [23] introduced a new fuzzy deterministic 
model to solve three major issues, viz., to restraint the 
ambiguity in forecasting, to divide the intervals 
adequately, and to achieve the forecasted accuracy with 
various interval lengths. For these purposes, they designed 
an optimized FTS forecasting procedure by which the 
forecasted data is treated as a trapezoidal fuzzy number 
rather than a single point data. The proposed model gives 
better forecasting results than the conventional FTS 
models [3, 11, 24]. In [25], Singh and Borah proposed two-
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factors high-order FTS model to resolve the problem 
associated with determination of lengths of intervals and 
data defuzzification. The proposed model is based on the 
hybridization of artificial neural network (ANN) with FTS. 
The comparative analyzes signify that this model exhibits 
higher accuracy than those of existing two-factors models 
[26–31]. In [32], Singh and Borah presented a new model 
based on hybridization of FTS theory with ANN. In this 
model, an ANN based architecture is incorporated to 
defuzzify the fuzzified time series values and to obtain the 
forecasting results. Chen [33] presented a novel high-order 
FTS model to solve nonlinear problem of time series data 
set. In this model, entropy-based clustering technique and 
ANN based architecture are employed to overcome the 
problems of data partition and representation of FLRs, 
respectively. 

As above-mentioned, determining the suitable length 
of intervals, establishing fuzzy relationships considered to 
be challenging tasks and significant influencing the 
accuracy of forecasting model. In this research, we present 
a new forecasting model which uses a graph- based 
clustering technique to determine different length of 
intervals on enrollment data at The University of Alabama. 
In this approach, initially, we proposed a new algorithm for 
finding the best interval lengths based on a graph - based 
clustering algorithm. Then, we define various fuzzy sets 
based on these evolved intervals and fuzzy the historical 
data into fuzzy sets. Based on these fuzzified values, we 
derive the FLRs. Then, we obtain weighted fuzzy 
relationship groups according to their chronological order 
(FLRGs) from the FLRs. Later, all these FLRGs are used to 
obtain the forecasting results based on the weighted 
defuzzification method. 

The rest of this paper is organized as follows: Basic 
definitions of fuzzy time series and algorithms are given in 
Sec2. Section 3 presents a forecasting model which 
combines with the FTS and Graph-based clustering 
algorithm. Section 4 evaluates the models’ performance 
and compares obtained results to those of other models. 
Finally, Section 5 provides some conclusions 
  
2. Basic Concepts of FTS and Algorithms 
 
2.1.  Basic concepts of FTS 

The definition of FTS was originally introduced by Song and 
Chissom [1, 4]. Some concepts associated with fuzzy time 
series are recalled in here. Let U = {u1, u2, … , un } be an 
universe of discourse (UoD); a fuzzy set A of U can be 
defined as 𝐴 = { μA(u1)/u1+, μA(u2)/u2 … + μA(un)/

un }, where  μA  :U→[0,1] is the membership function of A, 
μA(ui)  indicates the degree of membership of ui in the 
fuzzy set A, fA(ui) ϵ [0, 1], and 1 ≤  𝑖 ≤  𝑛. 
 
 

Definition 1: Fuzzy time series [1]  
 

Let Y(t) (t = . . , 0, 1, 2 . . ), a subset of R, be the UoD on 
which fuzzy sets fi(t) (i =  1,2 … ) are defined and if F(t) 

is a collection of f1(t), f2(t), … , then  F(t) is called a FTS 
definition on Y(t) (t . . ., 0, 1,2 . ..). 
 
Definition 2: Fuzzy logical relationships (FLRs) [1, 3]  

Support that F(t) = Aj and F(t − 1) = A𝑖, the first – order 

relationship between F(t-1) and F(t) is referred as a FLR: 
Ai  →  A𝑗. Where,  Aj is caused by Ai  and Ai, A𝑗 is called 

the left - hand side and the right-hand side of FLR, 
respectively.  
 
Definition 3: 𝑚 - order fuzzy logical relationships [16] 

If 𝐹(𝑡) is caused by previous states 𝐹(𝑡 − 1), 𝐹(𝑡 −
2), … , 𝐹(𝑡 − 𝑚 + 1) 𝐹(𝑡 − 𝑚)  then this fuzzy logical 
relationship is represented by 𝐹(𝑡 − 𝑚), … , 𝐹(𝑡 − 2),
𝐹(𝑡 − 1) →  𝐹(𝑡) and it is called an 𝑚 - order FLR. Time 
series with respect to this FLR is called an 𝑚 – order FTS. 
 
Definition 4: Fuzzy relationship groups (FRGs) [3]  

The fuzzy logical relationships having the same left- hand 
side can be further grouped into a FRG. Assume there are 
exists FLRs as follows:   𝐴𝑖  → 𝐴𝑘1 ,   𝐴𝑖 → 𝐴𝑘2,..,  𝐴𝑖  →
𝐴𝑘𝑚 ; these FLRs can be put into the same FRG as : 𝐴𝑖 →
𝐴𝑘1 , 𝐴𝑘2,…, 𝐴𝑘𝑚. 
 
Definition 5: Time-variant fuzzy relationship groups [34] 

The fuzzy logical relationship is determined by the 
relationship F(t-1)→ F(t). If, let  F(t) =  Ai(t) and  F(t −
1) =  Aj(t − 1), The FLR between F(t-1) and F(t) can be 

denoted as Aj(t − 1) →  Ai(t). Also at the time t, we have 

the following fuzzy logical relationships: Aj(t − 1) →

 Ai(t),  Aj(t1 − 1) →  Ai1(t1), . . , Aj(tn − 1) →  Ain(tn) 

with t1, t2, . . , tn ≤ t. It is noted that Ai(t1) and Ai(t2) with 
the same Ai but appear at different times t1 and t2, 
respectively. It means that if these FLRs occur before 
Aj(t − 1) →  Ai(t), we can group the FLRs having the same 

left-hand side into a FRG as Aj(t − 1) →

 Ai1(t1), Ai2(t2), Ain(tn), Ai(t). It is called first – order TV-
FRGs. 
 
2.2. Graph – based clustering algorithm 

In this study, we introduce a data clustering method which 

is a class of graph-based method to represent the time 

series data set into clusters. The proposed clustering 

method displays the dataset in the form of a tree and 

automatically generates clusters instead of the number of 

clusters pre-selected by the user. The proposed clustering 

method displays the dataset in the form of a tree and 

automatically generates clusters instead of the number of 

clusters pre-selected by the user. In particular, in this 

paper, the graph-based clustering method is introduced by 

an algorithm including four procedures as follows: 

 

(1) The Procedure of Finding Root Node (PFRN). Based on 
the input data, this procedure points out the root node. 
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(2) Node Insertion Procedure (NIP). This procedure inputs 
one element of data set and root node, and set the 
elements in the tree at their proper position. 
(3) Tree Creation Procedure (TCP). From the input data set 
and the root node, this procedure shows the tree. 

(4) Node Clustering Procedure (NCP). This procedure 
inputs the tree which is generated by the TCP, and makes 
logical clustering of the nodes. 

 
The Graph-based clustering algorithm 

 

Input: S(𝑥1, 𝑥2, …𝑥𝑛) 
Output: Clusters C(𝑐1, 𝑐2, …𝑐𝑘 ) 
BEGIN 
(1) PROCEDURE_PFRN (S) 
BEGIN 
// Calculate range (Rg) based on Maximum and Minimum 
value of S     
Rg = 𝑀𝐴𝑋𝑣𝑎𝑙𝑢𝑒− 𝑀𝐼𝑁𝑣𝑎𝑙𝑢𝑒  
// Calculate standard deviation (SD) of the S. 
For each i=1 to N 
{ 
     Mean = average(𝑋𝑖) 

 𝑆𝐷 = 𝑆𝑞𝑟𝑡(
1

𝑖
𝑠𝑢𝑚(𝑋𝑖 − 𝑀𝑒𝑎𝑛)2) 

} 

   w = 
𝑅𝑔

𝑆𝐷∗𝑁
  

// Define UoD (U) of the S 
U = [MINvalue – w, MAXvalue + w];  
//Calculate midpoint of U as: 
𝑀𝑖𝑑𝑢 = (MINvalue+ MAXvalue) / 2  
Root = 𝑀𝑖𝑑𝑢 
END; 
----------------------------------------------------- 
(2) PROCEDURE_NIP (Root, S) 
BEGIN  
if (𝑋𝑖 < Root) then 
if (Root.LEFT < > NULL) then 
     Call:  NIP(Root. LEFT, 𝑋𝑖) 
else 
Root.LEFT = NULL 
end if 
else if (𝑋𝑖> Root) then 
      if (Root. RIGHT < > NULL) then 
    Call: NIP(Root. RIGHT, 𝑋𝑖) 
      else 
    Root. RIGHT = NULL 
end if 
END; 
----------------------------------------------------- 
(3) PROCEDURE_TCP (Root, S) 
BEGIN 
For each i = 1 to N 
NIP(Root, 𝑋𝑖)   
END; 
----------------------------------------------------- 
(4) PROCEDURE_NCP (Root) 
BEGIN 
if (Root == NULL) then 
{ 
    “No Tree Found” 
return  
} 
else if (Root.RIGHT < > NULL && Root.LEFT < > NULL) then 
if (Root is not presented in Cluster) then 
{ 
   minDiffnode = makeDiff(Root, Root. RIGHT, Root. LEFT);  

// the difference between values of the Root and Root.RIGHT, and Root and 
Root.LEFT 
makeCluster(Root, minDiffnode) 
} 
if (minDiffnode == Root.RIGHT) then 
if ((Root.RIGHT).LEFT < > NULL) then 
 
add (Root.RIGHT).LEFT ; // add child node in the Cluster  
end if 
if ((Root.RIGHT). RIGHT < >NULL) then 
Call: NCP((Root.RIGHT).RIGHT) 
end if 
Call: NCP(Root.LEFT) 
else 
if ((Root.LEFT). LEFT < >NULL) then 
Call: NCP((Root.LEFT).LEFT) 
end if 
if ((Root.LEFT).RIGHT < > NULL) then 
add ((Root.LEFT). RIGHT);  // add child node in the Cluster 
end if 
Call: NCP(Root. RIGHT) 
end if 
end if 
else if (Root. RIGHT < > NULL && Root. LEFT == NULL) then 
if Root is not presented in Cluster then 
makeCluster(Root, Root.RIGHT) 
if ((Root. RIGHT). LEFT < > NULL) then 
add (Root. RIGHT). LEFT  // add child node in the Cluster 
end if 
if ((Root.RIGHT). RIGHT < > NULL) then 
Call: NCP((Root.RIGHT). RIGHT) 
end if 
end if 
else if (Root.RIGHT == NULL && Root.LEFT < > NULL) then 
if Root is not presented in Cluster then 
makeCluster(Root, Root.LEFT) 
if ((Root.LEFT). LEFT < > NULL) then 
Call: NCP((Root. LEFT). LEFT) 
end if 
if ((Root.LEFT). RIGHT < > NULL) then 
add ((Root. LEFT). RIGHT) ; // add child node in the Cluster 
end if 
end if 
else 
if Root is not presented in the Cluster then 
makeCluster(Root) 
end if 
return 
end if 
END; 
END. 
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3. A proposed forecasting model using Graph-based clustering and FTS 
 

In this section, a forecasting model using fuzzy time series and graph - based clustering is introduced. The proposed model 
can be organized into following two main stages as shown in Figure 1: (1) Data partitioning stage (2) the stage of 
constructing of FTS forecasting model. The details of two these stages in the FTS forecasting model are explained 
according to steps as below. To handle these steps, all historical enrolments data [3] are utilized for illustrating forecasted 
process and which is shown in Figure 2. The six stages of forecasting model are described as follows: 
 

 
 

Figure. 1: Flowchart of the proposed forecasting model using FTS and Graph-based clustering 
 

 
 

Figure 2: The historical data of enrolments 
 

Step 1: Partitioning historical dataset of time series into 
intervals using graph-based clustering algorithm 

This step, Graph-based clustering algorithm is applied to 
represent the time series dataset into clusters. After 
making the clusters, the clusters are adjusted into 
contiguous intervals with unequal- length. 

Step 1.1: Apply the Graph-based clustering algorithm to 
partition data into C clusters. 

To partition time series data into C clusters, four 
procedures of the Graph-based clustering algorithm in 
Section 2.2 are used. The brief results of these four 
procedures are explained as below 
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1) The Procedure of Finding Root Node (PFRN).  
Input the car road accident data set of Alabama as: 
 
S (13055, 13563, 13867, 14696, 15460, . . . , 19328, 19337, 
18876). 

+ Calculate range Rg = 𝑀𝐴𝑋𝑣𝑎𝑙𝑢𝑒− 𝑀𝐼𝑁𝑣𝑎𝑙𝑢𝑒  = 6282 

+ Calculate standard deviation of the time series as SD = 
1774.72 

w = 
𝑅𝑔

𝑆𝐷∗𝑁
  = 0.16 

+ Define UoD (U) of the S: 
U = [MINvalue – w, MAXvalue + w] = [13054.84, 

19337.16]; 

+ Calculate midpoint of U as: 

 𝑀𝑖𝑑𝑢 = (MINvalue+ MAXvalue) / 2 =16196 

+ Assign the 𝑀𝑖𝑑𝑢 as root node: root = 𝑀𝑖𝑑𝑢 =16196 
 
2) Tree Creation Procedure (TCP) and Node Insertion 
Procedure (NIP).  

For making the tree, from the input dataset S and Root. We 
utilize two procedures TCP and NIP to make tree and insert 
nodes into the tree. The results of these two procedures 
are shown in Figure 3. 
 

 
 

Figure 3: The tree represents the input data of time series 
based on two procedures TCP and NIP with root node of 

16196 
 

3) Make the clusters from the tree based on Procedure 
4(NCP) 

 

After obtaining the data tree shown in Figure 2, the 
procedure of making clusters is brief explained according 
to conditions as follows. 
 
1. Initially, check that Root exists or not and check that 
Root has left (Root. LEFT) and right (Root. RIGHT) 
2. If both children exist for each Root, then compute the 
difference between values of the Root and Root. RIGHT, 
and Root and Root. LEFT. Then make a cluster with 
corresponding child (either Root. LEFT or Root. RIGHT) and 
Root, which have the minimum difference. 
3. If only one child exists for each Root, then make the 
cluster with either Root and Root. LEFT or Root and Root. 
RIGHT. 

4. Repeat conditions 2-3, until all the value of the nodes in 
the tree are added to the clusters. 
Based on Procedures of the Graph-based clustering 
algorithm, we achieve 10 clusters and their corresponding 
elements. Then, these clusters are sorted according to an 
ascending sequence of clustering centers, the final results 
are listed in Table 1. 
 

Table 1: Clusters, their corresponding elements and 
center of clusters 

Cluster Corresponding Element Center of clusters (Vi  ) 

C1 (16196, 16807, 16388) 13309 

C2 (16919, 16859) 14281.5 

C3 (18150, 18970, 18876) 15154 

C4 (19328, 19337) 15372 

C5 (13055, 13563) 15520 

C6 (13867, 14696) 15904.5 

C7 (15460, 15603, 15497) 16463.67 

C8 (15861, 15984) 16889 

C9 (15311, 15433) 18665.33 

C10 (15145, 15163) 19332.5 

 
Step 1.2: Adjust the clusters into intervals. 

This step, then the upper bound and the lower bound of 
interval Ii can be defined by the minimum and maximum 
values of the corresponding clusters, respectively and the 
midpoint value of the intervals which are shown in Table 2. 

Table 2: The completed results of intervals 
 

No Intervals Mid_value 

1 I1= [16196, 16807) 16292 

2 I2= [16859, 16919) 16889 

3 I3 = [18150, 18970) 18560 

4 I4 = [19328, 19337) 19332.5 

5 I5 = [13055, 13563) 13309 

6 I6= [13867, 14696) 14281.5 

7 I7= [15460, 15603) 15531.5 

8 I8= [15861, 15984) 15922.5 

9 I9= [15311, 15433) 15372 

10 I10= [15145, 15163] 15154 

 
Step 2: Determine linguistic terms for each of interval 
obtained in Step 1 

The intervals obtained from Step 1 which are used to 

identify the linguistic terms. For ten intervals, we get ten 

linguistic values which is represented by fuzzy sets Ai: 

{A1, A2, A3 , … , A6, A10} (1 ≤ 𝑖 ≤ 10) which are presented 

as: 𝐴1＝{very very very few }, 𝐴2＝{ very very few}, 𝐴3＝

{very few}, 𝐴4 ＝{few }, 𝐴5 ＝{ moderate},  𝐴6＝{many}, 

𝐴7＝{many many}, 𝐴8＝{very many}, 𝐴9＝{too many}, 𝐴10

＝{too many many}. 

 Ai =  
𝑎𝑖1

I1
⁄ +

𝑎𝑖2
I2

⁄ +. . . +
𝑎𝑖𝑗

I𝑗
⁄ + ⋯ +

𝑎𝑖10
I10

⁄          (1) 
 

Where  aij ∈[0,1] is the membership grade of I𝑗  belonging 

to Ai , which is defined in (2), the symbol ‘+’ denotes the 
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set union operator and the symbol ‘/’ denotes the 
membership of 𝐼j which belongs to Ai. 

 

𝑎𝑖𝑗 =  {
1                                 𝑗 = 𝑖

0.5   𝑗 = 𝑖 − 1 𝑜𝑟 𝑗 = 𝑖 + 1
0                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                           (2) 

 
From (1), each fuzzy set contains 10 intervals, and each 
interval belongs to all fuzzy sets with different grade of 
membership values are presented in (2). For instance,  I1 
corresponds to linguistic variables A1 and A2 with degree 
of membership values 1 and 0.5 respectively, and 
remaining fuzzy sets with membership grade is 0. The 
descriptions of remaining intervals, eg., I2,..., I10, can be 
explained in a similar way. 
 
Step 3: Fuzzy all historical data 

The way to fuzzify a historical data is to find the interval it 
belongs to and assign the corresponding linguistic value to 
it and finding out the degree of each data belonging to 
each Ai . If the maximum membership of the historical data 
is under Ai  , then the fuzzified historical data is labeled as 
Ai. 

For example, the historical enrolment of year 1973 is 
13867 which falls within I6  = (13867, 14696), so it belongs 
to interval I6 Based on (1), Since the highest membership 
degree of I6  occurs at A6  is 1, the historical time variable 
F(1973) is fuzzified as A6 . The same way for other years. 
 
Step 4: Create all fuzzy logical relationships (FLRs) 

Fuzzy relationships are identified from the fuzzified 
historical data. Support that the historical data of year i is 
𝐴𝑖, then that of year i + 1 is 𝐴𝑘 then these two consecutive 
fuzzified values are presented 𝐴𝑖 → 𝐴𝑘 , where  𝐴𝑖  is called 
the current state of the enrollment, and 𝐴𝑘 is called the 
next state of the enrollment. This relation is called the first 
– order FLR. 
 

Similarly, the fuzzy relationship can be constructed several 
consecutive fuzzified values, the relation between F(t −
n), F(t − n + 1), . . . , F(t − 1) and F(t) is denote by F(t −
n), F(t − n + 1), . . . , F(t − 1) → F(t), it is called the n – 
order FLR. 
 

Step 5: Establish all fuzzy relationship groups (FRGs) 

In this study, we rely on the fuzzy relationship group [17] 
which are presented in Definition 5 to construct FRGs. To 
clarify this, we consider three first - order FLRs at three 
different times t-2, t-1 and t as follows:   Ai →  Aj;  Ai → Ak 

and  A𝑖 →  A𝑗 , respectively. Suppose that we want to 

forecast the value of historical datum at time t-1, then 
fuzzy sets on the next state of FLRs having the same current 
state is considered to place into together G1 as  Ai→ Aj, 

 A𝑘, that is, only FLRs looking before time t-1 is clustered 
into a group together. The same way, if forecasting time t, 
the FLRs which have the same current state are grouped 
into a group G2 as  A𝑖→ Aj,  A𝑘,  Aj. 

Step 6: Defuzzify and calculate the forecasted values 

Assume the fuzzified data of F(t-1) is Aj, then forecasted 

output value of F(t) is calculate by following principles. 

Principle 1: If there exists a one-to-one relationship in the 
relationship group of Aj, say Aj → A𝑘, and the highest 

degree of belongingness of A𝑘 occurs at interval I𝑘, then 
the forecasted output of F(t) equals the midpoint of I𝑘.  
Principle 2: If Aj  is empty, i.e. Aj → ∅, and the interval 

where Aj  has the highest degree of belongingness is Ij, 

then the forecasted output equals the midpoint of Ij. 

Principle 3: If there exists a one-to-many relationship in 
the relationship group of Aj  →  𝐴𝑖1,  𝐴i2,…,  𝐴𝑖𝑝; then the 

forecasted output is computed as:  
 

𝒇𝐨𝐫𝐜𝐚𝐬𝐭𝐞𝐝 − 𝐯𝐚𝐥𝐮𝐞 =
𝟏×𝒎𝒊𝟏+𝟐×𝒎𝒊𝟐+....+𝒑×𝒎𝒊𝒑

𝟏+𝟐+...+𝒑
                 (3) 

Where, 𝑚𝑖1, 𝑚𝑖2, … , 𝑚𝑖𝑝 are midpoint of 𝐼𝑖1, 𝐼𝑖1, …, 𝐼𝑖𝑝, 

respectively. 
 
Step 7: Performance evaluation of the proposed model 

The efficiency of the proposed forecasting model is 
evaluated using statistical indexes as the mean absolute 
percentage error (MAPE). The evaluation criterions are 
determined by the following equations: 
 

𝑀𝐴𝑃𝐸 =  
1

𝑛
∑ |

𝐹𝑖−𝑅𝑖

𝑅𝑖
|𝑛

𝑖=𝑚 ∗ 100%                                    (4) 

 
Where, Ri and Fi note the actual and forecasted value at 
time i, respectively, n is the total number of years to be 
forecasted, m is the order of fuzzy logical relationship. 
 
4. Experimental results and Analysis 
 
In this paper, the proposed forecasting model has been 
applied to two time series, as enrolments data of 
University of Alabama [3] and numerical datasets of 
Gasonline Prices in Viet Nam. Before implementing the 
proposed forecasting model, the time series datasets are 
briefly described. Then, the simulated results and analyses 
related to these datasets are given, 
 
4.1. Prepare time series data: a summary 
 
1) The enrollment time series dataset 
This time series data consists of 22 observation values 
between 1971 and 1992, S= { d1, d2, …, d22} as shown in 
Figure 2. This dataset has utilized to examined with the 
huge amount of reseach works which are presented in the 
articles [1-8, 16, 22, 35-39]. The obtained results among 
these research works are choosed for comparing with our 
proposed model. The UoD of enrolments time series is 
determined as U = [dmin, dmax] = [13055, 19337]. In 
which, the dmin= min { d1, d2, …, d22} and dmax=max{d1, 
d2, …, d22}, respectively. 
 
2) The Gas online prices time series dataset in Vietnam 
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The dataset consists of daily values of Gasonline price of E5 
RON 92 of Viet Nam from January 30, 2020 to March 12, 
2021, which consists of 26 data, as shown in Table 3, in 
which it taken from https://vnexpress.net/kinh-
doanh/hang-hoa.  
 

Table 3: The real data of Gasonline price of E5 RON 92 
 

Date/ month Real data Date/ month Real data 

01/30/2020 19270 09/11/2020 14260 

02/14/2020 18500 09/26/2020 14210 

02/29/2020 18340 10/12/2020 14260 

03/15/2020 16050 10/27/2020 14000 

03/29/2020 11950 11/11/2020 13880 

04/13/2020 11340 11/26/2020 14490 

04/28/2020 10940 12/11/2020 15120 

05/13/2020 11520 12/26/2020 15510 

05/28/2020 12400 01/11/2021 15940 

06/12/2020 13390 01/26/2021 16300 

06/27/2020 14250 02/10/2021 16300 

07/13/2020 14400 02/25/2021 17030 

07/28/2020 14400 03/12/2021 17720 

Source: https://vnexpress.net/kinh-doanh/hang-hoa 

The minimum and the maximum of the time series are 

respectively dmin = 10940 and dmax = 19270. The universe 

of discourse of the time series can be determined, say U = 

[10940, 19270] 

 
4.2. Experimental results 
 
4.2.1. Experimental results for forecasting enrollments 

In order to verify the performance of the forecasting model 

based on the first-order FTS under different number of 

intervals, the forecasting result obtained from the 

proposed model is compared with the ones of the current 

models [2, 3, 35-39]. A comparison with regards to MAPE 

value between the proposed model and the different 

forecasting models are given in Table 4. Considering the 

Table 4 the results show that the proposed model has the 

smallest forecasting errors with regards to MAPE value 

equal to 1.19% among all its counterparts. 

 
Table 4: The forecasting results in our proposed model and compares it with other models in terms of MAPE 

 

Year Actual Model [2] Model [3] Model[35] Model[36] Model[37] Model[38] Model[39] Our model 

1971 13055 - - - -  - -  

1972 13563 14000 14000 14025 15430 13944 14195 14242 13309 

1973 13867 14000 14000 14568 15430 13944 14424 14242 13957.33 

1974 14696 14000 14000 14568 15430 13944 14593 14242 14281.5 

1975 15460 15500 15500 15654 15430 15328 15589 15474.3 15114.83 

1976 15311 16000 16000 15654 15430 15753 15645 15474.3 15372 

1977 15603 16000 16000 15654 15430 15753 15634 15474.3 15531.5 

1978 15861 16000 16000 15654 15430 15753 16100 15474.3 15739 

1979 16807 16000 16000 16197 16889 16279 16188 16146.5 16501.5 

1980 16919 16813 16833 17283 16871 17270 17077 16988.3 16889 

1981 16388 16813 16833 17283 16871 17270 17105 16988.3 16501.5 

1982 15433 16789 16833 16197 15447 16279 16369 16146.5 15877.67 

1983 15497 16000 16000 15654 15430 15753 15643 15474.3 15531.5 

1984 15145 16000 16000 15654 15430 15753 15648 15474.3 15446.5 

1985 15163 16000 16000 15654 15430 15753 15622 15474.3 15154 

1986 15984 16000 16000 15654 15430 15753 15623 15474.3 15666.33 

1987 16859 16000 16000 16197 16889 16279 16231 16146.5 16759.83 

1988 18150 16813 16833 17283 16871 17270 17090 16988.3 17873.83 

1989 18970 19000 19000 18369 19333 19466 18325 19144 18560 

1990 19328 19000 19000 19454 19333 18933 19000 19144 19075 

1991 19337 19000 19000 19454 19333 18933 19000 19144 19332.5 

1992 18876  19000  19333 18933 19000 19144 18817.5 

MAPE - 3.22% 3.11% 2.67% 2.75% 2.68% 2.66% 2.40% 1.19% 

To be clearly imagined, Figure 4 describes the trend in 
terms of MAPE between our model and the previous 
models for different intervals. Viewing these curves, it is  

clearly seen that forecasting accuracy of our proposed 
model is more accurate than those of compared models 
under the first-order FLR. 

https://vnexpress.net/kinh-doanh/hang-hoa
https://vnexpress.net/kinh-doanh/hang-hoa
https://vnexpress.net/kinh-doanh/hang-hoa
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Figure 4: The graph represents the forecasting accuracy 
of the proposed model and other models 

 
4.2.1. Experimental results for forecasting the Gasonline 
price of E5 RON 92 

In this section, we apply the proposed model to forecast 
the Gasonline price of Viet Nam with the whole historical 
data the period from 1/30/2020 to 03/12/2021 is shown in 
Table 3. We implement the proposed model under 
different number of orders and kept number of intervals 
equal to 9 which is obtained by Graph-based clustering 
algorithm. The forecasted accuracy of the proposed model 
is estimated by using the MAPE function (4). The 
forecasted results of proposed model are depicted in 
Figure 5. 
 

 
 

Figure 5: The curves represent the real values and 
forecasted values of the proposed model under different 

orders 
 

Conclusion 
 
In this study, the novel partitioning method based on the 
graph clustering is proposed for improving forecasting 
performance in the different application. The main 
contributions of this paper are illustrated in the following. 
Firstly, a new algorithm for finding the different interval 
lengths based on a graph - based clustering algorithm is 
proposed. Then, the various fuzzy sets based on these 
evolved intervals are defined and the historical data are 
fuzzified. Based on these fuzzified values, we derive the 
FLRs and group the weighted fuzzy relationship according 

to their chronological order. From obtained results in Table 
4 and Figures 3, 4 clearly show that using unequal-sized 
partitioning can produce better forecasting accuracy than 
the equal-sized intervals and the forecasting effectiveness 
of the proposed model outperforms previous forecasting 
models. 
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